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� Acoustic isotropic, VTI and TTI
� 3D / 2D migration
� Subsurface angle gathers
� Adaptive stacking
� Extreme scalability on shot level
� Minimal I / O through RVP boundary conditions 

SDPA enabled
� Failure-tolerant execution
� Node allocation / removal during job runtime
� Integration of pre- and post migration work-

fl ows
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Single shot scalability: SEAM - TTI - 15Hz
(2nd-8th order operator)

Nodes:
Intel(R) Xeon(R) E5-2697 v3 (Haswell)
28 cores each

FRTM

ideal scaling

RTM READY FOR INTERACTIVE
MODEL BUILDING

The outstanding scalability is achieved by the 
Asynchronous Constraint Execution (ACE) 
framework, which implements
� Fine granular domain decomposition
� Effi cient task parallelism
� Full overlap of communication with 

computation by GPI
� Support for heterogeneous systems
� GPU / Accelerator ready
� Highly optimized FD-stencils
� Avoiding I/O

We can integrate your RTM into ACE ! 

Seam single shot TTI migration done in 120 sec !


